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ABSTRACT

Low-level stratus cloud microphysical properties derived from surface and Geostationary Operational Envi-
ronmental Satellite (GOES) data during the March 2000 cloud intensive observational period (IOP) at the
Atmospheric Radiation Measurement (ARM) program Southern Great Plains (SGP) site are compared with
aircraft in situ measurements. For the surface retrievals, the cloud droplet effective radius and optical depth are
retrieved from a d2-stream radiative transfer model with the input of ground-based measurements, and the cloud
liquid water path (LWP) is retrieved from ground-based microwave-radiometer-measured brightness temperature.
The satellite results, retrieved from GOES visible, solar-infrared, and infrared radiances, are averaged in a 0.58
3 0.58 box centered on the ARM SGP site. The forward scattering spectrometer probe (FSSP) on the University
of North Dakota Citation aircraft provided in situ measurements of the cloud microphysical properties. During
the IOP, four low-level stratus cases were intensively observed by the ground- and satellite-based remote sensors
and aircraft in situ instruments resulting in a total of 10 h of simultaneous data from the three platforms. In
spite of the large differences in temporal and spatial resolution between surface, GOES, and aircraft, the surface
retrievals have excellent agreement with the aircraft data overall for the entire 10-h period, and the GOES results
agree reasonably well with the surface and aircraft data and have similar trends and magnitudes except for the
GOES-derived effective radii, which are typically larger than the surface- and aircraft-derived values. The means
and standard deviations of the differences between the surface and aircraft effective radius, LWP, and optical
depth are 24% 6 20.1%, 21% 6 31.2%, and 8% 6 29.3%, respectively; while their correlation coefficients
are 0.78, 0.92, and 0.89, respectively, during the 10-h period. The differences and correlations between the
GOES-8 and aircraft results are of a similar magnitude, except for the droplet sizes. The averaged GOES-derived
effective radius is 23% or 1.8 mm greater than the corresponding aircraft values, resulting in a much smaller
correlation coefficient of 0.18. Additional surface–satellite datasets were analyzed for time periods when the
aircraft was unavailable. When these additional results are combined with the retrievals from the four in situ
cases, the means and standard deviations of the differences between the satellite-derived cloud droplet effective
radius, LWP, and optical depth and their surface-based counterparts are 16% 6 31.2%, 4% 6 31.6%, and 26%
6 39.9%, respectively. The corresponding correlation coefficients are 0.24, 0.88, and 0.73. The frequency
distributions of the two datasets are very similar indicating that the satellite retrieval method should be able to
produce reliable statistics of boundary layer cloud properties for use in climate and cloud process models.

1. Introduction

Clouds are the dominant attenuators of radiation in the
atmosphere, yet they remain one of the more uncertain
quantities in climate models. To improve our understand-
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ing of the radiative interactions between the surface,
clouds, and other atmospheric components and to obtain
long-term records of relevant radiation data, the Depart-
ment of Energy (DOE) Atmospheric Radiation Mea-
surement (ARM) program (Stokes and Schwartz 1994)
established the ARM Southern Great Plains (SGP) site
(36.68N, 97.58W) in 1993. One of the primary purposes
of the ARM program is to improve the representation of
radiation and clouds in general circulation models
(GCMs) using the ground-based observations. Because
they can be used to define the radiation field and the
distribution of condensed or frozen cloud water, cloud
properties, such as cloud droplet effective radius (re),
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optical depth (t), and liquid water path (LWP) are critical
links between the atmospheric hydrological cycle and the
radiation budget. Accurate representation of both hydro-
logical and radiative processes should yield improved
climate prognostications. Surface-based datasets can be
used to measure these parameters continuously, but only
provide a view from one side of the clouds and sample
a small portion of the atmosphere directly over the site.
To complement the surface measurements and bound the
radiation budget at the top of the atmosphere (TOA),
ARM also supports a satellite data analysis effort (e.g.,
Minnis et al. 1995b) to derive cloud properties and ra-
diative fluxes from measured satellite radiances. Cloud
and radiative parameters in climate models should be
comparable to those that are observed from long-term
satellite and surface observations.

For reliable application of satellite datasets in cloud
processes and climate models, it is important to have a
reasonable estimate of the errors in the derived cloud
and radiative properties. The ground-based measure-
ments can provide a baseline for estimating errors in
the satellite products, however the ground-based mea-
surements must be properly analyzed and validated and
their uncertainties must be understood before they serve
as a baseline. The comparisons between the ground- and
satellite-based observations must be conducted carefully
because of significant spatial and temporal differences
between the two different observing platforms. Also
because clouds are so variable, a statistically reliable
validation requires coincident satellite-surface measure-
ments taken in a variety of conditions. Comparisons
with aircraft in situ measurements are critically needed
to quantify the uncertainties in ARM ground- and sat-
ellite-based measurements and retrievals of cloud prop-
erties. The general approach to validate climate model
results from the observations is as follows: aircraft in
situ measurements are used to validate the retrievals
from various algorithms applied to the ground-based
observations (Dong et al. 1998), then the validated
ground-based data are used to verify satellite results
(Dong et al. 2001), and finally the large-scale satellite
data are used to validate climate model simulations (e.g.,
Wielicki et al. 1995). Although other approaches for
validation (e.g., Minnis et al. 1993; Platnick and Valero
1995; Dong et al. 2001) are also important, they are
only case studies and cannot provide the statistical da-
tabase resulting from long-term, continuous measure-
ments over a variety of sites in various climatic regimes.
The general approach of the validation effort is a long-
term process that involves many different experiment
and analysis teams. This paper focuses on one aspect
of the validation process: continental stratus clouds.

During March 2000, the ARM program conducted an
intensive observational period (IOP) at the ARM SGP
site to obtain comprehensive ground- and satellite-based
measurements of clouds in conjunction with flights of
the University of North Dakota Cessna Citation research
aircraft. One of the goals of this IOP was to validate

ground- and satellite-based retrievals of re, t, and LWP
using aircraft in situ measurements. This paper reports
the results of four continental stratus cloud cases (here-
after the four in situ cases) that were intensively ob-
served by the ground- and satellite-based remote sensors
and aircraft in situ instruments during 3, 17, 19, and 21
March. The comparison of these results provides more
data for assessing the uncertainties in the remotely
sensed parameters from both surface and satellite over
the ARM SGP site. Three additional cases without air-
craft data are also examined.

2. Data and methods

a. Surface

Dong et al. (1997, hereafter D97; 1998; 2000) dem-
onstrated that the combined measurements from the
ground-based cloud radar, ceilometer, microwave radi-
ometer (MWR), and standard Eppley precision spectral
pyranometers (PSP; 0.3 to 3 mm) provide the basic in-
formation needed to study the stratus cloud properties.
This information includes cloud boundaries, LWP, and
solar transmission at the surface. To retrieve the micro-
physical and radiative properties of stratus clouds, D97
used a d2-stream radiative transfer model in conjunction
with ground-based measurements. The retrieved cloud
properties include the layer-mean cloud-droplet effec-
tive radius (re), broadband shortwave optical depth (t),
and TOA albedo (RTOA). The retrieval scheme is based
on an iterative approach that varies re in the radiative
transfer calculations until the model-calculated solar
transmission matches the measured value. The uncer-
tainties in t and RTOA are generally less than 5%, while
in re is about 10%, which is mainly contributed by the
‘‘expected’’ errors of surface measurements in cloud
LWP and solar transmission (D97; Dong et al. 1998).

The cloud-top height is derived from cloud radar re-
flectivity profile, and the cloud-base height is derived
from the Belfort laser ceilometer that can detect high
densities of small cloud droplets and provides more pre-
cise cloud base heights than cloud radar because cloud
radar often detects precipitation-sized particles below
cloud base. The vertical resolutions of radar-derived
cloud top height and ceilometer-derived cloud-base
height are 45 and 8 m, respectively. The cloud LWP is
retrieved from the MWR brightness temperatures mea-
sured at 23.8 and 31.4 GHz using a statistical retrieval
method (Liljegren et al. 2001). The rms accuracies of
the retrievals are about 20 g m22 and 10% for cloud
LWP below and above 200 g m22, respectively (Dong
et al. 2000; Liljegren et al. 2001).

The ground-based measurements are averaged to 5-
min resolution to have better correlations between them.
The surface retrieval technique uses data from a cylinder
of cloud directly above the ground-based instruments.
For a cloud layer with base and top heights of 0.5 and
1 km, the broadband and hemispheric field-of-view
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PSPs sample most of solar transmission from a circular
area of radius equal to cloud-base height, centered di-
rectly above the pyranometer (Dong 1996). The MWR
has a nominal field of view of 58, and the beamwidth
of cloud radar is 0.248. For a typical low-level stratus
cloud, its wind speed is about 10 m s21 (notice that this
may vary cloud by cloud); the cloud will advect about
3 km in 5 min. The 5-min sample volumes for the MWR
and cloud radar are nearly the same, which is the product
of 3 km and cloud geometric thickness, while the PSP
samples an even larger volume because of its hemi-
spheric field of view, but most of its sampled volume
has an overlap with the MWR and cloud radar sampling.
The real sampling volumes from different instruments
are dependent on their field-of-view angles, wind speed,
and cloud-base height. We find that there are good cor-
relations between the surface measurements and rea-
sonable retrievals in 5-min temporal resolution (D97).

b. Satellite

Cloud and radiation parameters derived from half-
hourly, 4-km radiances taken by the eighth Geostation-
ary Operational Environmental Satellite (GOES-8,
hereafter GOES) during the IOP are compared with the
ground-based observations and aircraft in situ measure-
ments. The GOES radiances were calibrated by Minnis
et al. (2002) using collocated measurements from the
Tropical Rainfall Measuring Mission (TRMM) Visible
Infrared Scanner (VIRS). Cloud temperature Tc, visible
(VIS; 0.65 mm) optical depth, re, and LWP were derived
by Minnis et al. (2001) from the multispectral GOES
imager data using the visible infrared solar infrared
split-window technique (VISST), an updated version of
the three-channel technique described by Minnis et al.
(1995a, see their Figs. 4.3–10). VISST relies on the
infrared (IR; 10.8 mm) radiance to determine cloud tem-
perature, the visible reflectance to obtain cloud optical
depth, the solar infrared (SI; 3.9 mm) radiance to esti-
mate cloud particle size, and the split-window channel
(SWC; 12.0 mm) to help determine phase (Young et al.
1997). These parameters are determined iteratively for
each pixel by matching the observations with a set of
theoretical calculations with estimated instantaneous un-
certainties of 15% for re and 12% for t.

As a precursor to the VISST, the data are initially
analyzed with the VIS–IR layer bispectral threshold
method (LBTM; see Minnis et al. 1995b) to provide
default solutions for every pixel that serve as initial
values in the VISST iteration. The VISST computes a
set of radiances for all four wavelengths over a range
of optical depths and effective ice crystal and water
droplet sizes given the viewing and illumination angles
and a profile of temperature and humidity. The com-
putations use a set of cloud SI, IR, and SWC emittance
parameterizations and VIS and SI reflectance lookup
tables (Minnis et al. 1998) in simplified radiative trans-
fer models of the atmosphere (Minnis et al. 1993). The

radiative transfer parameterizations incorporate the es-
timated clear sky radiances for each channel and detailed
atmospheric absorption parameters based on the cor-
related k-distribution method developed specifically for
the GOES filter functions. The computational results are
used iteratively to match the theoretical results for the
VIS, SI, and IR channels with their measured counter-
parts to find a solution for ice and liquid water clouds
separately. Thus Tcw, tw, and re are found for liquid
water, and Tci, t i, and effective diameter De are deter-
mined for ice, if possible, respectively. The final solu-
tion is chosen using the following logic.

Often, a solution cannot be obtained for one of the
phases because most ice clouds are not as reflective as
most water droplet clouds at SI wavelengths (e.g., Min-
nis et al. 1998). If only the ice solution is obtained and
Tci , 273 K, then Tc 5 Tci , and t 5 t i; otherwise, it
becomes a no-retrieval pixel. Similarly, if only the water
solution is found and Tcw . 233 K, then Tc 5 Tcw, and
t 5 tw. Otherwise, it is classified as no retrieval, and
the default LBTM value is used or it is reclassified as
a clear pixel. These checks provide phase classifications
for nearly 75% of pixels.

In certain angular conditions and at some optical
depths or in mixed phase or multilayered cloud con-
ditions, model results overlap giving two solutions (e.g.,
Minnis et al. 1995a; Minnis et al. 1998). When two
solutions are found, then the ice solution is used if both
Tcw and Tci are less than 233 K. If both temperatures
are greater than 273 K, then the water results are se-
lected. For the remaining conditions, the SWC bright-
ness temperature TSWC is computed for the two cloud
results. If the two values differ by more than 2.5 K and
the brightness temperature difference between the IR
and SWC calculations exceeds 1 K for at least one of
the phases, then the phase is selected based on the com-
puted value of TSWC closest to the observed value. If no
phase selection results, then a decision process is em-
ployed that is based on the LBTM height classification.
For pixels classified as high clouds by the LBTM, the
ice solution is chosen if the coldest pixel in the high-
cloud layer is colder than the coldest pixel in the low-
cloud category and Tci , 273 K. For LBTM low-cloud
pixels, the water solution is selected if Tcw . 233 K
and re , 20 mm. For midlevel LBTM cloud pixels, the
ice solution is selected if Tci , 273 K and De . 45.3
mm. Water is chosen if Tcw . 233 K and re , 23 mm.
Finally, if no decision was forthcoming from the LBTM
checks, then water is selected if Tcw . 253 K; otherwise
the ice solution is selected.

Cloud LWP is then computed from the combination
of the retrieved t and re as in Minnis et al. (1998). TOA
broadband albedo (RTOA) was computed from the GOES
narrowband albedo using an empirical relationship
based on a correlation between coincident October 1986
GOES-6 and Earth Radiation Budget Experiment
(ERBE) satellite data (Minnis and Smith 1998). The
narrowband albedo is simply the observed visible re-
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flectance corrected for anisotropy using a bidirectional
reflectance model (Minnis et al. 1995b). Means and stan-
dard deviations were computed for each parameter using
all of the pixels (;150) within a 0.58 3 0.58 box cen-
tered on the SGP central facility (SCF) in 30-min tem-
poral resolution. This box size was used to simplify the
comparisons because this type of approach will be used
for long-term datasets. Exact matching of pixels with
surface or aircraft observations is a time-consuming pro-
cess and fraught with its own uncertainties. Each of the
surface measurements that are used in a single retrieval
of size, optical depth, and LWP is taken from a different
field of view. The radar and ceilometer observe a small
beam that maps out a tiny cross section of the cloud
passing overhead, while the MWR observes a larger
cone that increases with increasing height. The short-
wave radiometer is a hemispherical instrument that mea-
sures radiation from a much larger area than the other
instruments. Its field of view grows rapidly with cloud-
base height. Thus, exact matching of the satellite pixels
with the surface data must account for cloud-base height
and wind speed while making some compromise that
minimizes the uncertainties in the areas viewed by the
different surface instruments. The use of the means and
standard deviations within a 0.58 box allows for a rea-
sonably simple comparison of the spatial statistics of
the cloud fields with the temporal statistics generated
from the surface data. This assumption is examined later.

Means were also computed separately for ice and wa-
ter cloud pixels. The phase determination is generally
reliable for single-layered clouds. However, when a thin
cirrus cloud overlays a thick low-level cloud, phase de-
tection becomes ambiguous because all of the spectral
radiances are influenced by both cloud layers. Ice clouds
generally decrease the amount of reflected SI radiation
relative to that for a water cloud. This effect can result
in either a large value for re or a small value of ice
particle size depending on the final phase classification
(Kawamoto et al. 2001). Han et al. (1994) showed that
an optically thin cirrus cloud over a stratus cloud with
re 5 10 mm can cause a dramatic overestimate in the
retrieval. For example, for an ice cloud optical depth of
0.5, the retrieved value was 5 mm greater than the true
value. Classification of overlapped pixels would remove
the uncertainty associated with their effects. Although
some methods have been developed to detect overlapped
clouds (e.g., Ou et al. 1996), none are available for the
specific channels used here. Those that are available
have only been demonstrated for limited case studies.

To minimize the impact of ice clouds on the retrievals,
some of the potential comparisons were eliminated. Us-
ing the radar as a guide to the presence of cirrus, all
satellite results that had more than 30% ice cloud re-
trievals were eliminated. Results with a standard devi-
ation in re exceeding 3 mm were also eliminated if be-
tween 1% and 30% of the pixels were classified as ice
or the radar indicated the presence of some cirrus clouds.
These thresholds were used to include those samples

that had clearly separated cirrus-covered and cirrus-free
areas as well as those that included relatively thin cirrus
that would have minimal impact on the retrievals. This
screening eliminated seven and two 30-min samples on
3 and 21 March, respectively, and all of the potential
comparisons on 16, 18, and 22 March. Remaining over-
lapped cases, such as 17 and 21 March, appeared to
have little effect on the results as discussed later.

c. Aircraft

The University of North Dakota Citation research air-
craft carried several Particle Measuring Systems (PMS)
probes to measure cloud microphysical properties in situ
at a 4-Hz sampling rate. Cloud droplet spectra measured
with a PMS Forward Scattering Spectrometer Probe
(FSSP-100) were averaged to 1 Hz for this study. The
FSSP probe sized and counted individual particles in
15-diameter bins, with bin centers from 4.4 to 52.3 mm.
Corrections to particle concentrations were applied to
account for probe activity and coincidence (electronic
dead time; see Baumgardner et al. 1985) and for vari-
ations in the effective beam diameter (Dye and Baum-
gardner 1984). Particle size corrections to account for
electronic response time and beam inhomogeneity fol-
low Baumgardner and Spowart (1990). The sizing cor-
rection scheme redistributes the counts into new bins
requiring adjustment of the bin widths to account for
ambiguities in the Mie scattering curve. Cloud liquid
water content (LWC) was calculated from each FSSP
spectrum, and re was computed as the ratio of the third
to the second moment of the cloud particle size spec-
trum. Cloud LWP was deduced from the FSSP-mea-
sured LWC and ground-based radar and lidar-measured
cloud geometric thickness (recognizing that uncertain-
ties exist in this approach due to vertical variability in
LWC), and t was then derived from the ratio of LWP
to re. Given the aircraft speed of 85 m s21 for low-level
stratus operations during the IOP, the aircraft traveled
about 25 km of distance in 5 min and typically traveled
through the depth of the cloud layer at least once during
this time period. Thus, the 5-min cloud LWP and t
values derived from the aircraft data represent a rea-
sonable vertical and horizontal average of the cloud
properties over the site area.

Based on the previous studies (e.g., Baumgardner
1983; Dye and Baumgardner 1984; Baumgardner et al.
1985), Miles et al. (2000) summarized all possible errors
for FSSP measurements. They are 1) inhomogeneity
across the length and width of the laser beam, which
introduces sizing errors; 2) a limited response time in
the detector electronic, which can lead to considerable
underestimates of cloud droplet number concentration
(N); 3) coincident counts, which may underestimate N
and overestimate re; 4) the propagation of error from
particle concentrations and size to volume estimates,
which can lead to large error to LWC; and 5) uncer-
tainties associated with the calibration technique. The
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FIG. 1. Temperature soundings for the four in situ cases and the radar-derived cloud-top height (dash) and
ceilometer-measured cloud-base height (dot) at the ARM SGP site during the IOP.

overall uncertainties in re, N, and LWC are 14%, 25%,
and 30%, respectively, when all possible corrections are
made to the measurements.

In the four in situ cases, the mean values of cloud-
base and -top heights derived from ground-based radar
and ceilometer measurements are 624 and 1581 m, re-
spectively, and the mean LWC from FSSP measure-
ments is 0.205 g m23. The mean LWP (196 g m22) is
the product of surface-derived cloud geometric thick-
ness (957 m) and FSSP-derived LWC (0.205 g m23).
The vertical resolutions of cloud-base and -top heights
are 8 and 45 m, respectively, which results in the un-
certainty of ;50 m in cloud geometric thickness. This
uncertainty only causes about 6% (553/957) error in
deriving cloud LWP if the FSSP-derived mean LWC is
used, while 30% uncertainty in FSSP-derived LWC will
lead to the same percentage of error in cloud LWP. Since
cloud optical depth is derived from the ratio of cloud
LWP and effective radius, its uncertainty is nearly the
same as or slightly larger than cloud LWP.

3. Results and discussion
Four low-level stratus cases (the four in situ cases on

3, 17, 19, and 21 March) were intensively observed by

the ground- and satellite-based remote sensors and air-
craft instruments resulting in a total of 10 h of simul-
taneous data from the three platforms. Three additional
stratus cases during the IOP (14, 15, and 29 March)
were observed from the ground- and satellite-based re-
mote sensors only. Figure 1 plots the soundings from
the radiosondes launched nearest to the aircraft flight
times. Also noted in Fig. 1 are the approximate cloud
top and base heights for each of the cloud cases. Since
the cloud temperatures for the four in situ cases were
around or greater than 08C, it is assumed that no ice
was present in the clouds. The Citation flight tracks for
each day are shown in Fig. 2 in terms of the aircraft
distance from the SCF. A portion of each flight was
spent directly over the SCF.

The large-scale context for the four in situ cases can
be seen in the pseudocolor GOES imagery in Fig. 3.
These images, created by using the visible, solar infra-
red, and infrared radiances to determine the intensities
of red, green, and blue, respectively, are convenient for
showing most of the information that normally requires
two or three images to convey. Clear areas are primarily
green and brown, while cloudy areas are various shades
of yellow, orange, pink, and white. Because they atten-
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FIG. 2. Citation flight tracks relative to the ARM SCF during the Mar 2000 cloud IOP.

uate the radiation in all three channels at nearly same
relative amounts, thin cirrus clouds are white over
cloud-free backgrounds. Thin cirrus over low clouds or
thick cirrus are pink or light magenta because the large
ice crystals absorb most of the incoming solar infrared
radiation, while the cloud has a low infrared temperature
and a large visible reflectance. Liquid water clouds are
yellow or orange. The areas of deep magenta are cloud-
free snow-covered regions.

a. Case 1, 3 March

The satellite imagery at 19.3 (hours) UTC for case 1
(Fig. 3a) suggests that cirrus clouds are northwest and
east of the SGP site. The ground-based radar observa-
tions (not shown) also reveal the presence of cirrus
clouds before 17.5 and after 21.5 UTC. Only data taken
between 17.5 and 21.5 UTC (local noon is 18.5 UTC)
were used for this case to minimize contamination of
the satellite and surface measurements by cirrus clouds
over the low-level stratus clouds. The sounding from
17.5 UTC shows a northerly wind of ;15 m s21. The
cloud is under the lowest inversion at a temperature
around 08C (Fig. 1a). The aircraft remained within 20
km of the SCF flying a triangular pattern over several

additional remote sites distributed in a small array north-
east and east of the SCF (Fig. 2a). Early in the flight,
the Citation flew towards the SCF from the northeast,
then slowly descended from cloud top to cloud base and
quickly climbed back to cloud top in the triangle pattern.
Around 18.3 UTC, the aircraft flew northward from the
SCF in the middle of cloud and returned to the SCF
from the northeast at 18.7 UTC. It then repeated the
triangle pattern, used at the beginning of the flight, until
20.0 UTC.

As shown in Fig. 4, the ceilometer-measured cloud
base was near 0.5 km, while the radar-derived cloud-
top height varied from 1 to 1.5 km during the 4-h period.
The excellent agreement in re between the surface re-
trievals and aircraft data suggests that, during the 5-min
averaging period, the aircraft probes collected enough
samples to match the scales being characterized by the
averaged surface-based data. The means on the right
side of Fig. 4 represent the averaged values when all
three datasets are available, such as from 17.5 to 20.0
UTC. The effective radii derived from GOES have the
same trend as the surface and aircraft data. However,
the satellite-derived effective radii are larger than those
retrieved from both the ground-based data and the air-
craft in situ measurements. The small differences could
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FIG. 3. GOES three-channel composite images at the ARM SGP site (white circle) at (a) 19.25 UTC, 3 Mar 2000, (b) 17, (d) 21, and at
(c) 16.25 UTC, 19 Mar 2000. White and light pink colors represent high and ice clouds, and yellow and orange represent low and liquid
clouds.

arise for several reasons. Because GOES samples a dif-
ferent area than either the surface or aircraft, the average
may be slightly biased. Sampling is probably a factor
prior to 20.0 UTC given that re from either the aircraft
and/or the surface is within one standard deviation of
re from GOES. Residual cirrus contamination might
have affected some of the results between 19.5 and 21.5
UTC. Although Tc varied from 270.2 to 271.1 K, no
ice-cloud pixels were detected between 17.5 and 19.5
UTC. A few were found after 19.5 UTC, when the mean
value of Tc decreased and the standard deviation of Tc

increased. Cirrus contamination (see case 2 for a dis-
cussion) might have contributed to the divergence in
Fig. 4 between the VISST and surface-derived values
of re after 19.5 UTC. Close examination of the 1-km
VIS data, however, reveals a thinning of the clouds in
the box and some possible breaks in the cloud field
resulting in partially cloud-filled 4-km pixels. Errors in
the prescribed surface skin temperature could result in
errors in re for the thin clouds, while partially cloud-
filled pixels cause an overestimation of re.

All of the differences, especially those seen prior to
19.5 UTC, are probably due to mostly to the sensitivity

of the satellite retrieval to the conditions at cloud top.
As shown by Nakajima and King (1990) and Platnick
(2000), the retrieval of effective droplet size using 3.7-
mm data is typically biased high in optically thick stratus
clouds because the reflected solar radiation emanates
mostly from the larger droplets near the top of the cloud.
The solar radiation is generally absorbed or reflected
before it can reach the lower layers that usually consist
of smaller droplets (e.g., Fig. 5). The single scattering
albedo of the GOES SIR channel is 1% to 2% smaller
than the 3.7-mm channels (Minnis et al. 1998), so the
differences between the retrieved and actual values of
re should be slightly larger than expected from the re-
sults of Nakajima and King (1990). The cloud droplet
effective radii at cloud top are about 1–2 mm larger than
the layer-mean values in this case as shown in Fig. 5,
and within a few tenths of a micrometer of FSSP-mea-
sured values at cloud top. These differences are similar
to those between retrieved and true values found by
Platnick (2000) from theoretical calculations using re-
alistic vertical profiles of droplet size for a stratus cloud
with t 5 15.

The variations of aircraft-derived LWP and optical
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FIG. 4. The ceilometer-measured cloud-base height (dash) and radar-derived cloud-top height
(solid), re, LWP, and t vs time for 3 Mar 2000. The means given on the right of the panels
represent the averaged values when all three datasets are available, such as from 17.5 to 20.0
UTC.

depth (t) (Fig. 4) follow the trend of surface-derived
values and the 2.5-h mean LWP is very close to the
surface result. However, the variations in the individual
satellite LWP retrievals do not closely follow the trend
of the surface data. This is likely due to the spatial
coverage of the satellite data. Each satellite data point
in Fig. 4 represents the averaged value of ;150 pixels
(4 km), while the surface data represent 5 min and about
3 km spatially averaged information. A larger time or
space average would reduce the variability as shown in
the study of Dong et al. (1998).

b. Case 2, 17 March

During case 2, the clouds moved from south to north
at approximately 10 m s21, straddling the low-level in-
version with temperatures between 18 and 48C (Fig. 1b).

A thin layer of cirrus at an altitude of ;9 km with a
temperature of 220 K overlaid the stratus between 17.0
and 20.5 UTC. The flight primarily consisted of an ‘‘S’’
pattern flown over the SGP central and supplemental
facilities (Fig. 2b). The ground-based ceilometer- and
radar-derived cloud-base and -top heights are 0.3 and
1.7 km, respectively, while the aircraft flew at an altitude
of approximately 1 km from 18.0 to 20.5 UTC (Fig. 6).
Overall, the aircraft-derived effective radius agrees well
with, and the LWP and optical depth are smaller than
those from the ground-based data. The LWP and t time
series also disagree more than in the 3 March case. The
surface-based retrievals depend primarily on the cloud
LWP and the solar transmission. Since LWC generally
increases with height within the cloud, we expect the
surface retrievals to be more weighted by the cloud
properties in the upper region of the cloud and the com-
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FIG. 5. Eight profiles of cloud droplet effective radius from aircraft FSSP data at the ARM
SGP site on 3 Mar 2000.

parison with the aircraft-derived values to be best in the
middle to upper region of the cloud layer where the
conjunction of higher liquid water contents and large
droplets occur (Dong et al. 1998).

The GOES-derived effective radius exceeds both the
surface and aircraft results by 2 mm on average. When
the cirrus cloud is thickest (between 17.5 and 18.5
UTC), the VISST-derived value of re is actually less

than the value from the surface. Some of the FSSP val-
ues are as large as the VISST values even though the
plane is in the middle of a 1.5-km-thick cloud. As the
cirrus clouds leave after the 20.5 UTC, the VISST-de-
rived re remains 2–3 mm larger than its surface-based
counterpart even though the departure of the cirrus is
marked by a 2–6-K rise in Tc. Unlike case 1, the GOES-
derived optical depths are 15% less than the surface
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FIG. 6. Same as Fig. 4, but for 17 Mar 2000.

values, but agree with the aircraft results. The disagree-
ment in t continues after the cirrus clouds leave, but
the surface- and VISST-derived LWP values are in good
agreement because the small VISST optical depths are
compensated by the large values of re. These results
suggest that the cirrus clouds had little effect on the
VISST retrievals for this case.

To estimate the impact of the cirrus on the retrievals,
the VISST reflectance and emittance parameterizations
were used to compute values of TSI, TIR, and TSWC for
a range of ice crystal sizes with Tc 5 220 K and the
observed cirrus-free values west of the SCF using the
angles at 1745 UTC. The mean observed IR tempera-
tures over and west of the SCF are 266 and 272.5 K,
respectively, with corresponding re values of 10.5 and
11.0 mm. To facilitate a retrieval, the cloud underneath
the cirrus is assumed to have the same properties as the
low cloud deck west of the SCF. The best match with
the observed values over the SCF was found for a cirrus
cloud at 220 K having De 5 35 mm and an optical depth

of ;0.25. The optical depths of the cirrus clouds were
less than 0.2 during all of the remaining hours. Thus,
it is concluded that the cirrus cloud increases the value
of re by less than 0.5–1.0 mm for any of the hours for
this case.

This apparently small effect of the cirrus cloud is
supported by the differences between the values of re

for the SCF cloud and the clouds to the west where no
cirrus was apparent, as indicated by inspection of the
imagery and the mean value of TIR. Between 17.5 and
20.0 UTC when cirrus was present over the SCF and
TIR , 272 K, the mean value of re is 1.2 6 1.4 mm
greater than the mean value for the 0.58 box that is 28
directly west of the SCF and has no values of TIR less
than 272 K. Between 20.0 and 23.0 UTC, the mean
values differ by 1.2 6 0.9 mm and TIR . 272 K for all
hours in both boxes. The greatest differences for the
first and second periods are 2.6 and 2.3 mm, respec-
tively. Thus, the cloud properties over the SCF were
different than those further to the west in the same cloud
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FIG. 7. Same as Fig. 4, but for 19 Mar 2000.

deck. These differences are similar to those between the
surface and VISST. It is unfortunate that the aircraft was
unavailable during that period to provide vertical pro-
files of re.

c. Case 3, 19 March

During case 3, the University of North Dakota aircraft
was restricted by air traffic control to flight levels near
cloud top so the flight pattern was designed to sample
the turbulence and microphysical properties near cloud
top. This required long level legs that were flown per-
pendicular and parallel to the flow. The cloud hovered
below the lowest inversion at a temperature of about
228C (Fig. 1c). The cloud elements advected from north
to south at 20 m s21, while the entire cloud field prop-
agated from west to east during the flight. As shown in
Fig. 7 and Fig. 3c, the cloud was solid early in the
morning with cloud-base and -top heights of 0.5 and 1
km, respectively. It gradually became thin with fluctu-

ating base and top heights. The cloud layer began break-
ing up and finally dissipated and moved out by noon.
No cirrus clouds were observed in the satellite or radar
imagery. In this case, most of the in situ effective radii
are greater than the surface retrievals (Fig. 7) presum-
ably because the aircraft flew near cloud top. The air-
craft-derived cloud LWP and t scatter around the sur-
face results despite the offset in re. Although the aircraft
flew over the site during much of the flight, it was nearly
100 km away from the SCF at times, making it difficult
to draw any firm conclusions from this comparison.
However, it is encouraging that the average surface-
retrieved optical depths and effective radii during the
2-h flight period are close to the aircraft results.

The GOES-derived t values agree well with surface
results and the satellite-derived LWPs have the same
trend as the surface data but with much higher mean
values. The GOES-derived re values are consistently
larger than the surface results for the entire period and
become progressively larger when the cloud layer
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breaks up near the end of the period. The in situ effective
radii are nearly the same as the VISST retrievals be-
tween 15.25 and 15.75 UTC prior to the breakup of the
cloud layer. The increased particle size in the satellite-
derived data near the end of the period is mainly due
to the inclusion of partly cloudy pixels in the averages
and to cloud inhomogeneities. The satellite-derived
cloud fraction for the box was 100% until 17.25 UTC
when it dropped to 88%. At 17.75 UTC, the cloud frac-
tion decreased to 64%. Detailed examination of the sat-
ellite results from 17.25 UTC revealed that re varied
between 9 and 10 mm in the lower right-hand corner of
the 0.58 box, while re for the broken cloud pixels was
closer to 20 mm, giving the large average at 17.25 UTC.
As shown by Han et al. (1994), partially cloud-filled
pixels reduce the apparent SI radiance causing an over-
estimate of re. Nguyen et al. (2002) estimated the cloud
fraction within each 4-km pixel using the GOES 1-km
VIS data for the 19 March case and found that between
16.25 and 17.75 UTC, re is 1–3 mm less than the values
shown in Fig. 7 when partially filled pixels are taken
into account. Another factor that may be causing some
bias is the morphology of the cloud field. A periodic
light–dark structure is evident in the 1-km visible im-
agery (not shown). At 16.25 UTC, both Tc and its stan-
dard deviation increased also suggesting structural
changes in the cloud deck. The radar data and the var-
iability in the downwelling shortwave radiation at the
surface suggest that the layer became very inhomoge-
neous after 16.0 UTC possibly breaking into individual
cloud cells. The changes in re after 17.0 UTC are highly
erratic resulting in values as great as 12 mm. Periodic
variations are also evident in the surface LWP and in
the undulations of cloud-base and -top heights after
15.75 UTC (Fig. 7). This characteristic of the cloud field
may cause 3D effects that diminish the validity of the
plane parallel assumption made in the retrievals. Cloud
inhomogeneity may have significantly biased the re-
trievals from both the surface and satellite in this par-
ticular case.

d. Case 4, 21 March

Although only a few scattered cirrus clouds passed
over the SCF, the cloud properties from case 4 are much
more complicated than the other three cases because
multiple low-cloud layers occurred during the flight. As
Fig. 3d and the ground-based radar observation illus-
trate, there are thin and broken cirrus clouds around the
site from 1500 to 2100 UTC but these thin and broken
cirrus do not affect either the surface or GOES stratus
retrieval results significantly as discussed below. The
17.5 UTC sounding indicates that the low-level stratus
cloud advected northward at ;10 m s21 in a southerly
flow under a strong inversion at 3.2 km. The cloud
temperature varied from 238C at cloud top to 108C at
cloud base (Fig. 1d). As in case 2, the Citation flew

mostly within 20 km of the SGP central facility in an
S pattern during the 2.5-h period (Fig. 2d).

The mean surface-retrieved re, LWP, and t during the
2.5-h flight period are in excellent agreement with those
derived from the in situ measurements (Fig. 8). How-
ever, some aircraft results, compared to surface retriev-
als during certain time periods, are opposite to the com-
parisons in the three other cases. For example, the in
situ measured re values are smaller than the surface
retrievals from 17.7 to 18.0 UTC period when the air-
craft flew near cloud top. When the aircraft was near
cloud base (18.3 to 18.7 UTC), the in situ sizes are
much larger than the surface results. Additionally, a
cloud layer detected by the aircraft probes from 18.9 to
19.4 UTC was above the highest cloud level observed
by the surface-based remote sensors at the SGP central
facility. This cloud layer is actually in the radar plot
(Fig. 9) but was tossed out in the cloud screening and
in the plot of cloud top in Fig. 8. The cloud-top height
shown in Fig. 8 from 18.9 to 19.4 UTC was the cloud
top of the lower layer. More than one distinct cloud
layer may alter the assumed profile of monotonically
increasing particle size with cloud height causing the
type of comparisons seen in Fig. 8. To better explain
these anomalies, the vertical profiles of radar reflectiv-
ity, cloud LWC, and re derived from the surface (Fig.
9) as in Dong and Mace (2002) are examined in detail.
The results in Fig. 9 were derived using the following
information. The inferred re profile is proportional to
the layer-mean cloud droplet effective radius derived as
in D97 and to the ratio of radar reflectivity to integrated
radar reflectivity. The accuracy of inferred cloud droplet
effective radius is the same as that for the D97-derived
layer-mean re (;10%). The cloud-base height obtained
from the laser ceilometer is used to identify cloud base
in the radar returns. The microwave radiometer-derived
LWPs are used as a constraint on the vertical sum of
the derived cloud liquid water contents.

Two different cloud layers are apparent in Fig. 9. The
cloud-base and -top heights of the lower layer are around
0.5 and 1.5 km, respectively, at 17.0 UTC. After 17.5
UTC, the cloud-base height increases and cloud-top
height remains nearly constant. By 19.0 UTC, the lower
layer merged with the upper layer. The cloud-base and
-top heights of the upper layer are approximately 1.5
and 3 km, respectively, at 17.0 UTC. This upper layer
starts to break up at 17.5 UTC. The base of the upper
layer is gradually replaced or merged with the lower
layer, while its top part forms a 100–200-m-thick layer
at 18.5 UTC. This thin upper layer is apparently the one
sampled by the aircraft around 19.0 UTC. As Fig. 9
illustrates, the cloud microphysics of two layers are
quite different. The retrieved cloud LWC and re values
of the upper layer are relatively uniform but much small-
er than those in the lower layer. The retrieved LWC and
re profiles from the lower layer, which decrease with
height, are very different from our conceptual model.
Considering Figs. 8 and 9 together, it can be seen that
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FIG. 8. Same as Fig. 4, but for 21 Mar 2000.

the aircraft in situ observations during the three time
periods mentioned above are nearly identical to the sur-
face retrievals. For instance, the aircraft-measured re and
LWC values are approximately 1) 7 mm and 0.1 g m23

at the cloud height of 3 km from 17.7 to 18.0 UTC, 2)
13 mm and 0.1 g m23 at the cloud height of 1.5 km
from 18.3 to 18.7 UTC, and 3) 6 mm and 0.1 g m23 at
the cloud height of 3 km from 18.9 to 19.4 UTC.

Consistent with the radar plots (not shown), the
VISST results show some cirrus clouds at 15.25 and
16.75 UTC. Cirrus clouds account for ;25% of the
cloud cover at 19.75 and 20.75 UTC. The dissipation
of the upper stratus layer is reflected in the rise in Tc

from ;268 K at 17.25 UTC to ;272 K at 17.75 UTC.
The VISST-derived LWP and t values during the entire
period have almost the same trends as the surface re-
trievals, but the mean LWP and t are 20% and 10%
less, respectively, than the surface values during the
flight period. Since the GOES-derived re is heavily
weighted by the droplet sizes in the upper layer, the

GOES-derived re values in this case are slightly less
than the layer-mean surface retrievals. At 16.75 UTC,
the GOES-derived re reaches the maximum value, which
is consistent with the surface radar retrievals as shown
in Fig. 9. The cirrus clouds are apparently well screened
by the VISST phase determination, as there appears to
be no cirrus contamination of the GOES-derived effec-
tive radii based on the type of criteria discussed for case
2. The large standard deviations in the VISST optical
depths indicate considerable variation of the values
within the 0.58 box. In nearly all cases, the surface-
based optical depth is within one standard deviation of
the satellite retrieval.

e. Summary of the four in situ cases

To match the GOES temporal resolution (30 min),
the 5-min surface and aircraft data were averaged to 30-
min means. Figure 10 shows the scatterplots of the half-
hourly averages for the three datasets for the combined
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FIG. 9. (a) Radar reflectivity with ceilometer-measured cloud-base height (asterisks), (b) cloud
re, and (c) LWC profiles (5 min). Aircraft altitude (solid line) in (a), (b), and (c). (d) The 5-min
averages of cloud LWC and (e) re from the aircraft FSSP data.

10 h of in situ data. The means and standard deviations
(SD) of the differences and the correlation coefficients
of the surface and GOES retrieved re, LWP, and t rel-
ative to the aircraft results are listed in Table 1 based
on 22 30-min samples. The mean differences range from
24% to 23%, while the SD values vary from 20% to
41%, and their correlation coefficients are relatively
large (5.0.8) except for the GOES-derived re. Most
of the GOES-derived re values are larger than the sur-
face and aircraft results, and their mean for the 10-h
period is 2 mm larger than surface and aircraft means.
This is consistent with the results in Fig. 5 and the

conclusions of Nakajima and King (1990). The rela-
tively poor (0.18) correlation coefficient between GOES
and aircraft re shown in Table 1 is primarily a result of
the last three data points derived from GOES during the
19 March case (Fig. 7). When these broken cloud cases
are not included, the data line up much more closely
(correlation coefficient 5 0.55), and the mean difference
in re is reduced by 1.0 mm bringing all of the results
into closer agreement. There is excellent agreement in
cloud LWP and t and almost the same mean values
from all three datasets for the 10-h period. Overall, for
the entire 10-h period the surface retrievals have ex-
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FIG. 10. Comparison of re, LWP, and t from the GOES, aircraft, and surface datasets from the four in situ cases
during the 10-h period (30-min resolution).

TABLE 1. The means and standard deviations of differences and
correlation coefficients (corr) of surface and GOES retrievals relative
to aircraft results during the four in situ cases.*

Surface

Mean (%) SD (%) Corr

GOES

Mean (%) SD (%) Corr

re

LWP
t

23.8
21.0

8.3

20.1
31.2
29.3

0.78
0.92
0.89

22.8
22.0
24.6

25.4
40.8
29.5

0.18
0.85
0.87

* SD is calculated from square root [(rms)2 2 (mean difference)2],
and rms and mean difference are in percent relative to the aircraft
averages.

cellent agreement with the aircraft data, and the GOES
results agree reasonably well with the surface and air-
craft data in spite of the large differences in temporal
and spatial sampling.

Other potential sources of error in the satellite re-
trievals include the use of relatively low-resolution rapid
update cycle (RUC) profiles of humidity and tempera-
ture and the calibration of the visible channel. The sat-
ellite retrievals were repeated using the actual 3-hourly
soundings from the SCF interpolated in time. The results
were not significantly different from those using the
RUC profiles. Use of the Moderate Resolution Imaging
Spectroradiometer (MODIS) calibration for GOES in-
stead of VIRS (see Minnis et al. 2002) would increase
the optical depths. However, the MODIS calibration is
provisional at the time of this writing. Other errors may
be introduced by the interpolation of the 3.9-mm re-
flectance lookup tables. Structure in the model reflec-
tance fields that occurs between the model nodes will
be missed in the retrieval because the interpolation
smoothes out the variations. Increased resolution in the
lookup tables would be needed to reduce the interpo-
lation errors.

The 5-min averages of re and LWC from the aircraft

FSSP data may not well represent the whole cloud layer.
Some of these averages might be smaller (larger) if the
aircraft was in the lower (higher) part of cloud during
the 5-min averaging period than the surface layer-mean
results. However, for longer time periods, the averages
should represent the true values for both surface and
aircraft because the horizontal and vertical variability
will be well sampled. A previous study demonstrated
that averaging both the aircraft and surface data to 30-
min resolution significantly reduces their mean differ-
ences, suggesting that both the aircraft and surface data
are capable of characterizing the cloud microphysics
over this temporal scale (Dong et al. 1998). From sam-
pling theory, it is estimated that the expected errors in
the mean LWP and t from the surface and aircraft data
for the 22 samples are 3% or less. Thus, the agreement
in the mean values of LWP from all three platforms may
not as close as the 1%–2% found here, but should be
within 65%.

The aircraft-derived LWP and t values further com-
plicate this issue because these values are derived from
aircraft-measured LWC and surface-measured cloud
thickness. The best sampled cloud profiles during the
IOP were taken on 3 March, but even these profiles
were not gathered directly above the ground-based in-
strument, do not always start from cloud top or end at
cloud bottom, and did not last for 5 min. Nevertheless,
a comparison of the 3 March in situ profiles to the
surface or GOES data does not make any notable dif-
ference in the analysis results. Because the 17, 19, and
21 March cases had fewer aircraft profiles, the aircraft-
derived LWP and t values are likely to scatter around
the surface results more than the 3 March case, but they
should still represent the whole cloud layer when av-
eraged over 30-min or longer periods.

The average t values from the surface are greater than
both the aircraft and the satellite results. The surface-
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FIG. 11. Mean values of re, LWP, t, and RTOA for the GOES and
surface datasets from 15.0 to 22.0 UTC 14 Mar 2000, the whole time
period.

FIG. 12. Same as Fig. 11, but for 15 Mar 2000.

FIG. 13. Same as Fig. 11, but for 29 Mar 2000.

derived value is based on a broadband optical depth,
which is that optical depth required to account for trans-
mission of all of the solar radiation. The satellite value
is define at a wavelength of 0.65 mm. Typically, the
near-infrared extinction efficiencies for most cloud
droplets are larger than their visible spectrum counter-
parts leading to a larger near-infrared optical depth for
a given visible optical depth. For example, for re 5 10
mm, the extinction efficiencies at 0.65 and 2.5 mm are
2.1 and 2.2, respectively (Fig. 3 of Dong 1996), and at
3.7 mm the extinction efficiency for re 5 8 mm is 13%
greater than the 0.65-mm value. Thus, the broadband
optical depth, which is essentially a value convolved
with the incoming solar radiation over the visible and
near-infrared spectra, should in general be larger than
the value at 0.65 mm. The exact difference between the
broadband and visible t will depend on re and the cloud
thickness. Although it will probably not explain all of
the difference in t seen in Fig. 10, this spectral effect
indicates that the two values should not be equal.

f. Three more cases and summary of seven cases with
surface and GOES data only

The GOES-derived re, LWP, t, and broadband TOA
albedo (RTOA) from three additional cases (14, 15, and
29 March) are compared in Figs. 11–13 with those de-
duced from the ground-based measurements. The
GOES-derived re values generally agree with the surface
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FIG. 14. Frequency distributions of surface (5 min) and GOES (30 min) re, LWP, t, and RTOA values during 36 h
from seven cases during the IOP.

results except on 15 March, and have reduced variability
compared to surface retrievals due to the larger spatial
averages. Between 20.0 and 21.5 UTC, 14 March, the
cloud fraction from the satellite varied between 60%
and 90%. In this case, however, the value of re appeared
to be unaffected by the breakup, presumably because
the edge of the cloud field passed through the box. In-
stead of many partially filled pixels as seen during the
19 March case, most of the pixels were either completely
cloudy or clear. The re values derived from GOES data
are much larger than those derived from surface retriev-
als (;50%) on 15 March. Several reasons that might
cause this difference were investigated but failed to ex-
plain the bias on that particular day. First, the brightness
temperature differences between the 3.9- and 11-mm
channels in the 0.58 box are much smaller on 15 March
compared to the 21 March, which indicates that the solar
reflection part in the 3.9-mm channel is small and re

should be larger on the 15 March. Second, the soundings
used for satellite atmospheric corrections agree well
with those from the radiosondes. Third, the largest re

retrieved from the ground-based radar and microwave
radiometer measurements is around 10 mm during the
entire period. Therefore, the conflicting surface and sat-
ellite values remain unresolved. Other possible sources

for the discrepancy, such as the calibration of the surface
instruments, will be examined at a later time.

The two optical depth datasets are mostly in good
agreement, with a few exceptions, such as in Fig. 13.
The comparison of LWP from the two datasets is similar
to that of t, and has a similar pattern of variability from
14 and 29 March. However, the LWPs derived from
GOES data are much larger than those derived from the
surface on 15 March due to the large particle size re-
trieved from GOES. The broadband TOA albedos from
GOES are slightly smaller than those from the surface
except for a few points as seen in Fig. 11. This small
difference may be due to any of the following reasons:
1) the GOES visible channel calibration, 2) variable
anisotropy in the GOES-viewed radiances, 3) the sat-
ellite narrowband-to-broadband conversion, 4) surface
measurement and retrieval uncertainties, and 5) spatial
sampling differences.

The frequency distributions of re, LWP, t, and RTOA

from all seven cases with a total of 36 h of surface and
GOES data during the IOP are illustrated in Fig. 14.
The temporal resolutions are 5 min for surface data and
30 min for GOES in these histograms. Most of surface-
retrieved re values range from 4 to 14 mm with the mean
and standard deviation of 8.8 and 3.5 mm, respectively.
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The range of GOES-derived re values is narrower than
that for the surface distribution and shifts to higher val-
ues due to the large spatial domain and the sensitivity
to conditions at cloud top. The mean of re from GOES
is about 1.4 mm larger than the surface mean, while the
standard deviation is smaller. The GOES standard de-
viation is consistent with averaging over a larger spatial
area. Nearly 45% of the cloud LWPs retrieved from
ground-based microwave radiometer measured bright-
ness temperatures are less than 200 g m22 with a long
tail toward higher values. The GOES-derived LWPs
have a similar distribution with a slightly higher modal
frequency between 200 and 300 g m22. The means and
standard deviations of LWPs from two datasets are near-
ly same as seen in Fig. 14. The frequency distributions,
means, and standard deviations in t from two datasets
are almost the same. Most t values range between 10
and 70. The mean values for RTOA from surface and
GOES are 0.62 and 0.58, respectively, with a frequency
of occurrence modal value of 0.65.

Given the large spatial (3 km versus 50 km) and tem-
poral (5 min versus 30 min) resolution differences be-
tween the surface and GOES, as well as the uncertainties
in the measurements and retrievals from the two data-
sets, the broadband RTOA, t, LWP, and re comparisons
are very encouraging despite the existence of some un-
resolved discrepancies. The date, time period, means,
standard deviations of the differences, and correlation
coefficients of re, LWP, t, and RTOA from the two datasets
for each case are listed in Table 2 to summarize the
comparison between surface and GOES retrievals.
Based on all samples, the means and SDs of the dif-
ferences of the GOES-derived re, LWP, t, and RTOA rel-
ative to the surface retrievals are 16% 6 31.2%, 4% 6
31.6%, 26% 6 39.9%, and 26% 6 6.1%, respectively.
The respective correlation coefficients are 0.24, 0.88,
0.73, and 0.91. For each individual case, the SD of the
differences can be as large as 44%, and the correlation
coefficients can be negative or positive. These results
reveal that further study is necessary to explain the var-
ious instantaneous differences.

Figure 14 provides substantial evidence that the mean
results from a 0.58 box consisting of ;150 pixels are
equivalent to those from a 30-min average of cloud
elements advecting over the surface site. Because of
uncertainties in actual locations of clouds viewed by the
various surface instruments and in the locations of the
satellite pixels relative to the surface-viewed areas, it is
not clear that this approach is optimal for comparing
the two datasets. Two additional datasets were con-
structed from the GOES pixel-level results to examine
the sensitivity of the comparison to the spatial and tem-
poral sampling. The first uses the so called ‘‘wind
strips,’’ based on the wind velocity at cloud top. The
mean values of each parameter were computed using
only those pixels in a line centered on the SCF that
covers the distance a parcel near cloud top would travel
in 0.5 h. Considering that most of the radiation observed
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TABLE 3. Mean cloud properties and correlation coefficients
(corr) for different matching conditions.

re (mm) Corr
LWP

(g m22) Corr t Corr

Surface, 5 min
Small box
Surface, 30 min
Wind strip
0.58 box

8.8
10.2

8.8
10.2
10.2

0.10

0.19
0.24

258.5
259.5
267.3
270.1
278

0.69

0.85
0.88

43.0
38.8
44.3
40.0
41.4

0.59

0.66
0.73

by the shortwave radiometer is received at zenith angles
less than 758, the radius of the field of view would be
approximately 3.7 km for a cloud base at 1 km. Thus,
the line of GOES data was assumed to be two pixels
wide. An extra pixel was included at the end of the line
to account for the uncertainty of the center of line com-
pared to the location of the SCF (pixel centers and edges
do not usually coincide with a given grid). The number
of 4-km GOES pixels determined in this fashion varied
from 8 to 16 depending on the wind speeds. These data
are compared to the 30-min averages from the surface.
The second dataset, a small box consisting of the mean
values for a 3 3 3 pixel array centered on the SCF, is
compared to the 5-min averages at the time of satellite
image.

The results are summarized in Table 3, which shows
the mean values for all of the data and the linear cor-
relation coefficients from regression of the various sat-
ellite and surface datasets. Mean effective radius is the
same for all of the satellite datasets and exceeds the
corresponding surface values by 1.4 mm. The small box
and wind strip values of t are noticeably smaller than
the 0.58 box mean resulting in a larger underestimate
compared to the surface-derived optical depths. How-
ever, the mean LWP values from the wind strip and
small box are closer to the surface-derived value than
the mean from the 0.58 box. All of the correlation co-
efficients for the 0.58 box exceed those from the wind
strip and small box data. These results indicate that a
comparison of 0.58 box data with half-hourly averaged
surface-based data is as good as or better than using
more detailed data matching. It should be noted that this
analysis was confined to low clouds. Because high
clouds move faster and correspond to a larger field of
view from the surface radiometer, average values from
larger boxes may be better for comparisons with high
clouds.

4. Conclusions

The March 2000 ARM cloud IOP was a very suc-
cessful field experiment with a wide variety of cloud
types observed during the 4-week period. Four low-
level stratus cases (10 h) were intensively observed by
ground- and satellite-based remote sensors and aircraft
in situ instruments. The results show that the surface-
based technique can reproduce the bulk properties of

the stratus cloud to within 20%–30% of the values de-
rived from the aircraft data on a relatively instantaneous
(30-min average) basis. On average, the surface retriev-
als are unbiased relative to the aircraft in situ results.
In a similar fashion, these comparisons show that the
satellite retrieval also produces statistically unbiased
values of liquid water path and optical depth that are
within 25% to 40% of the aircraft data for a given re-
trieval. The GOES-derived droplet sizes exceed the air-
craft values by 2 mm or 23%, on average, with a standard
deviation close to that seen for the surface–aircraft com-
parisons.

Three additional stratus cases were examined using
only the surface and satellite data. Combining the results
with those from the aircraft study produced a total of
36 h of matched data. The mean satellite-derived cloud
optical depth is 5.8% 6 4.0% less than the surface-
derived mean, while instantaneous differences are sim-
ilar to those for the satellite-aircraft comparisons. Mean
liquid water path derived from GOES is statistically the
same as that from the surface, although individual values
typically differ by 30%. The mean effective droplet ra-
dius from GOES is 1.4 mm or 16% larger than its sur-
face-based counterpart. This size difference is statisti-
cally significant. Some of the differences in effective
droplet size can be explained by variations in the vertical
profile of droplet sizes in the clouds and, in one case,
by the presence of broken clouds. Cloud droplet size
does not necessarily increase monotonically with alti-
tude in stratus cloud systems because a given system
may contain closely spaced, but distinct multiple layers.
The reasons for the differences between the aircraft/
surface and satellite effective droplet sizes were not dis-
cernable in several cases indicating the need for more
detailed examination of the cloud physical structure.

It was demonstrated that spatial averages of satellite
retrievals over a 0.58 region matched to half-hourly
means from the surface could be used in lieu of more
exact matching of the temporal data with the spatial
data. This finding facilitates comparisons of long-term
datasets because labor intensive detailed matching of
the data is not necessary. Because of the larger area in
the surface radiometer field of view and the generally
greater wind speeds at high altitudes, pixels from a larg-
er region may be needed for comparisons of satellite
and surface retrievals for high clouds. Although the re-
sults from the two platforms are quite close on average,
some outstanding discrepancies need further investi-
gation to determine their cause. The overall good com-
parison between surface-based, aircraft and satellite re-
trievals suggests that the current technique for deriving
microphysical properties for overcast single-layer liquid
phase clouds from GOES should produce statistics sim-
ilar to those from a radar-radiometer method similar to
that used here. Thus, the statistics for stratus clouds can
be confidently derived over other areas that lack the
ARM ground-based instrumentation. Additional anal-
yses and more sophisticated surface retrievals are need-
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ed to evaluate the GOES-derived microphysical prop-
erties for other cloud types.
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